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Two-dimensional scrape-off layer turbulence (SOLT) code simulations are compared with an

L-mode discharge on the Alcator C-Mod tokamak [Greenwald et al., Phys. Plasmas 21, 110501

(2014)]. Density and temperature profiles for the simulations were obtained by smoothly fitting

Thomson scattering and mirror Langmuir probe (MLP) data from the shot. Simulations differing in

turbulence intensity were obtained by varying a dissipation parameter. Mean flow profiles and den-

sity fluctuation amplitudes are consistent with those measured by MLP in the experiment and with

a Fourier space diagnostic designed to measure poloidal phase velocity. Blob velocities in the simu-

lations were determined from the correlation function for density fluctuations, as in the analysis of

gas-puff-imaging (GPI) blobs in the experiment. In the simulations, it was found that larger blobs

moved poloidally with the E � B flow velocity, vE, in the near-SOL, while smaller fluctuations

moved with the group velocity of the dominant linear (interchange) mode, vEþ 1/2 vdi, where vdi is

the ion diamagnetic drift velocity. Comparisons are made with the measured GPI correlation veloc-

ity for the discharge. The saturation mechanisms operative in the simulation of the discharge are

also discussed. It is found that neither sheared flow nor pressure gradient modification can be

excluded as saturation mechanisms. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4953419]

I. INTRODUCTION

Flows are ubiquitous in edge and scrape-off-layer (SOL)

tokamak plasmas; understanding their origin and effects on

plasma turbulence and transport has been a topic of interest

for many years. Sheared E�B flows, in particular, are

believed to be important in this respect.1,2 Efforts to under-

stand the low (L) mode to high (H) mode confinement transi-

tion in tokamaks have further increased interest in this

topic.3–11 A closely related subject is that of understanding

the saturation mechanism for edge and SOL turbulence.12,13

In addition to contributing to L-H mode transition physics,

some models predict that turbulence in the vicinity of the

separatrix could be sufficiently large so as to impact the

width of the heat flux channel.14–21

Binormal (approximately poloidal) flows that vary in the

radial direction are routinely observed in the outer midplane

region of tokamaks as, for example, in Refs. 22–24. Often,

such flows are not measured directly, but rather inferred

from the measurements of the radial electric field Er (allow-

ing calculation of the poloidal E�B drift vEh), the density or

pressure profiles (for the diamagnetic drifts), or from the

velocimetry of imaging diagnostics such as gas puff imaging

(GPI).25,26 In the latter case, the flow speeds of turbulent
structures can be deduced by time-delay estimation (TDE)

methods, of which there are several variants,22,27,28 Fourier

(phase velocity) methods,29 or by algorithms which track the

locations of the structures in time.30,31 There can be signifi-

cant differences in the results of these different types of diag-

nostic measurements and analysis methods, and sometimes

subtle differences in their interpretation.32

Turbulence in the edge and SOL frequently takes the

form of coherent structures, often referred to as blobs or blob

filaments.33,34 From the standpoint of both theory and experi-

mental interpretation, it is important to understand the rela-

tionship between the binormal (poloidal) velocity of the blob

structures and the flow velocity of the background plasma

(e.g., time averaged) on which they propagate. In what situa-

tions do these turbulent structures propagate at the phase or

group velocity associated with underlying linear modes? In

what situations do the velocity of the blobs constitute the

background flow itself, or follow this flow?

In this paper, we will explore such questions for a well

diagnosed discharge in the Alcator C-Mod tokamak35 using

reduced model simulations carried out with the scrape-off

layer turbulence (SOLT) code.36 Our investigations, which

include comparison of code results to experimental ones, are

made possible by the existence of both high quality GPI data

and plasma profile data.

The GPI data are obtained from the discharge by two

different methods. Briefly, a small amount of neutral helium

gas is puffed in at the plasma edge, and the resulting light

emission is imaged by a fast framing-rate “Phantom” cam-

era,22 and onto an avalanche photo-diode (APD) array,28 in a

plane which is approximately perpendicular to the local mag-

netic field. Since the emission depends on the local densitya)E-mail: dave@lodestar.com
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and temperature, which have turbulent fluctuations, the tur-

bulence structures can be visualized. In the present paper,

Fourier analysis (FA) has been applied to both the Phantom

camera and the APD-array images to yield radial profiles of

poloidal phase velocities of the fluctuations in the outboard

midplane (OM) region, and TDE analysis has been applied

to the APD images to yield both poloidal and radial phase

velocity profiles of the fluctuations.

The plasma profile data in the SOL and near-edge

(closed surface) region are taken with a mirror Langmuir

probe (MLP) diagnostic recently installed on Alcator

C-Mod, and described in detail in Ref. 24. This diagnostic

yields extremely high quality time resolved data for plasma

potential, density, and electron temperature. It is combined

with Thomson scattering (TS) data for density and electron

temperature deeper into the edge region to provide plasma

profile coverage for the entire region of interest. This

multiple-probe head MLP system also provides a TDE mea-

surement of fluctuation poloidal velocities and a measure-

ment of fluctuation amplitudes.

In the present paper, as described in detail in the follow-

ing, we will use the time-averaged “background” plasma

profiles as input for the simulations. The SOLT code simula-

tion results for the turbulence will then be compared with

GPI and MLP fluctuation measurements. We will compare

calculated background E�B, diamagnetic drift, and phase

velocities for the measured profiles with those of the simula-

tion and compare the simulation and experimental results for

the binormal (or poloidal) velocity of the turbulent struc-

tures. The results using several algorithms for deducing the

latter from simulation and experimental data will also be

compared.

The plan of our paper is as follows. In Sec. II, the simu-

lation model, evolution equations and input parameters, and

profiles are presented. Simulation results are given in Sec. III

for the fluctuation amplitudes, mean flows, and blob veloc-

ities, with a comparison of GPI and simulation results.

Turbulence saturation mechanisms are investigated in Sec.

IV: wave breaking or profile modification, and stabilization

by flow shear. Finally, our conclusions are given in Sec. V.

II. SIMULATION MODEL

A. Equations of evolution

The SOLT model equations have been elucidated previ-

ously. Here, we briefly recapitulate the description given in

Ref. 17 for completeness. Our choice of parameters and

profiles for simulating the L-mode discharge is described

in Sec. II B.

The SOLT code models the evolution of four fields:

electrostatic potential, density, and temperatures (electron

and ion) in a plane perpendicular to the magnetic field B in

the outboard midplane (OM) region of the tokamak. The

simulation plane is the (x,y) plane in a Cartesian space where

x, y, and z are, respectively, the radial, binormal (approxi-

mately poloidal), and parallel (to B) coordinates. The poten-

tial is obtained from a generalized vorticity. SOLT includes

a reduced description of the electron drift wave, interchange

instabilities, and sheath physics. Curvature- and rB-driven

charge polarization enables transport of enhanced density

structures (blobs) with strong fluctuations (~n/n� 1) from the

edge into the SOL. The parallel physics is modeled by clo-

sure schemes that depend upon the collisionality regime.33

Other important features of the model are that (i) it does not

use the Boussinesq approximation, and (ii) it retains ion tem-

perature effects (Ti 6¼ 0). The first feature is important for

properly treating transport in regions of high density gradient

such as the edge region and blob boundary.37 The second

point is important as warm ions, which are expected to be

present in the edge and SOL region,38,39 influence the dy-

namics of turbulence and blob propagation.40–45 The under-

lying linear normal mode of interest in the present

simulations is the interchange mode, importantly modified

by the finite ion temperature (cf. Sec. III B).

In dimensionless form, the SOLT model equations are

@t þ vE � rð Þq ¼ �2b� j � r pe þ pið Þ � ashJjj

� Adw U; nð Þ þ lr2qþ 1

2
nvdi � rr2U

þ 1

2
r2 vE � rpið Þ � 1

2
vE � rð Þr2pi

þ 1

2
b � rv2

E �rn; (1)

ð@t þ vE � rÞn ¼ �ashCjje þ AdwðU; nÞ þ Dnr2nþ Sn; (2)

ð@t þ vE � rÞTe ¼ �ashqjje=nþ DTer2Te þ STe; (3)

ð@t þ vE � rÞTi ¼ �ashqjji=nþ DTir2Ti þ STi; (4)

where the generalized vorticity q evolved in Eq. (1) is

defined by

q ¼ �r � ðnrUþrpiÞ: (5)

The equations are written in dimensionless form using

Bohm normalization with reference time-scale Xci
�1¼ (ZeB/

mic)�1 and space-scale qsr¼ csr/Xci, where c2
sr ¼Ter/mi, and

Ter is a reference temperature for the normalization. U is the

electrostatic potential, n is the electron density, Te,i are the

electron and ion temperatures, and pe,i¼ n Te,i are the corre-

sponding pressures. The E� B velocity is vE¼ b�rU,

where b is a unit vector in the magnetic field direction, per-

pendicular to the plane of the simulations. The ion diamag-

netic drift velocity is vdi¼ b�rpi/n.

The SOLT code evolves the ion pressure and the gener-

alized vorticity defined in Eq. (5), thus dynamically coupling

the ion diamagnetic and E�B drifts. The vorticity evolution

(1) is consistent with the drift-ordered, reduced-Braginskii

fluid model version derived by Simakov and Catto,46 and is

also used in the BOUT code.47

The curvature and grad-B forces combine in the first

term (�j�b�rb) on the right-hand side of Eq. (1) to drive

the interchange instability. In our coordinate system, this

term is simply b@y(peþ pi), where b¼ 2qsr/R and R is the ra-

dius of curvature of the magnetic field (1/j), here approxi-

mated by the (low field side) major radius of the tokamak.

The linearized equations recover the interchange growth

rate, c2
mhd ¼ �b@xðpe þ piÞ=n.
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The current density Jjj, electron particle flux Cjje, and

heat fluxes qjje,i in Eqs. (1)–(4) close the system of equations

when expressed in terms of U, n, Te, and Ti. Those closure

relations, valid for a range of collisionality regimes, from

conduction-limited (at high collisionality) to sheath-

connected, are discussed at greater length in the litera-

ture.14,17 The current and heat flux adjust continuously

between sheath- and conduction-limited expressions in the

SOL as the fields evolve, depending self-consistently on the

character of the turbulence. Terms proportional to ashðxÞ
describe losses to the sheath in various collisionality

regimes. The operator Adw, which is proportional to a coeffi-

cient adw, is a model drift-wave operator. See Appendix A of

Reference 17 for the complete form of these expressions.

The equilibrium profiles vary in the x (radial) dimension

in the simulations. The core-side boundary is at x¼ 0, the

separatrix is at x¼Lx/2, and the far-SOL boundary is located

at x¼Lx, where Lx is the length of the radial domain. We

also define a local radial coordinate Dx ¼ x� Lx=2, such

that the separatrix is located at Dx ¼ 0. The drift wave and

sheath profiles, adwðxÞ and ashðxÞ, define the “separatrix” in

SOLT simulations. In the edge region (Dx < 0), adwðDxÞ > 0

and ashðDxÞ¼ 0: drift wave physics is modeled on closed

filed lines. In the SOL region (Dx > 0), ashðDxÞ > 0 and

adwðDxÞ ¼ 0: the field lines terminate on sheaths. Thus, the

boundary between the drift-wave and sheath regions

(Dx¼ 0) defines the “separatrix.” The adw and ash profiles

are shown in Fig. 1.

Explicit diffusion coefficients are l, Dn, DTe, and DTi.

These describe diffusive transport processes in addition to

those generated self-consistently by drift-interchange turbu-

lence, e.g., neoclassical transport, collisional transport proc-

esses due to neutrals, and instabilities outside the scope of

the present model. (For example, short scale drift waves

have been shown to result in secondary instability and turbu-

lence that dissipates the blob as it propagates across the

SOL.48) As it is difficult to extract appropriate values for

these coefficients from experimental data, we regard them as

“free” parameters and adjust them to achieve physically

credible results: they should dissipate the high-k turbulence

but not be so large as to dominate the SOL heat flux width or

turn off instability. In Sec. III, we describe adjusting the

density diffusion coefficient Dn to tune the amplitude of the

density fluctuations in the simulations.

The sources, Sn, STe, and STi, have the form Sn ¼ �n

ðn0ðxÞ � �nÞ, etc., where the over-bar indicates the y-average.

The sources restore the mean profiles to the reference pro-

files (n0(x), etc.) taken from the experiment but do not act on

the fluctuations. These “restorative” sources represent neu-

tral ionization and plasma heating, for example, and also

maintain profiles against fluctuations, born in the outboard

midplane region, with plasma that streams in and out of the

midplane region along the closed field lines.

All fluctuations vanish at both x-boundaries. (At the

wall in the experiments, relative fluctuations, dn=�n, etc., are

order unity, and the mean fields �n and absolute fluctuations

jdnj approach zero.) In particular, the electrostatic potential

is taken to be constant at both radial boundaries, and these

conditions are used to solve Eq. (5) for the potential. The tur-

bulence is homogeneous in the binormal (y) dimension (viz.,

time-averages are independent of y) where periodic bound-

ary conditions are applied.

B. Parameters and profiles

Density and electron temperature reference profiles for

the simulations, plotted in Fig. 1, are smooth fits to Thomson

scattering (TS) and mirror Langmuir probe (MLP) data

recorded for L-mode discharge #1120711021 at Alcator

C-Mod. Theses profiles are used in the source functions in

Eqs. (2) and (3), and the simulation profiles, i.e., the y-

averages of n(x,y,t) and Te(x,y,t), tend to relax to them as

described in Sec. II A. Time-averaged profiles from a simula-

tion, judged to be a good fit to the discharge, are plotted as

discrete symbols in Fig. 1. The error bars represent the stand-

ard deviation with respect to time of the simulation profiles.

It is apparent that the simulation profiles remain close to the

reference profiles for the discharge.

Because ion temperature data are not available for the

discharge, the ion temperature was taken to be a constant,

throughout the simulation domain, equal to the reference

electron temperature at the separatrix. Thus, the ion pressure

profile and fluctuations are simply proportional to those of

the density.

The reference quantities used to express the dimension-

less variables of Eqs. (1)–(5) in physical units are determined

from the discharge data at the separatrix: the magnetic induc-

tion is 4.2 T, Xci /2p¼ 32 MHz; Ter¼ 48.5 eV, qsr¼ 0.24 mm,

and csr¼ 48.2 km/s; the curvature drive (cf. Sec. II A)

b¼ 2qsr/R¼ 5.54� 10�4 (R¼ 86.6 cm), and this is a deute-

rium plasma.

The connection length, L//(x), is obtained from the MHD

equilibrium code EFIT (equilibrium-fit), and we linearly inter-

polate its reciprocal onto the simulation grid as the sheath

absorption (or conductivity) coefficient, ash¼ 2qsr/L//(x),

which is plotted in Fig. 1. The sudden increase in ash at

xffi 1.3 cm corresponds to the shadow of a limiter at C-Mod.

The drift wave coefficient, adw(x)¼ (1 – tanh(x�x0)/D)

� 2qsr
2Xe/(L//e

2�ei0), decreases rapidly as the edge is

approached from the core side, reflecting the increase in field

line length due to the X-point, the drop in Te, and the

FIG. 1. Time-averaged density and temperature profiles from a simulation

(Dn¼ 0.04 m2/s) plotted as discrete points (red). The height of the point

symbol is the standard deviation with respect to time, seen to be negligible

on the scale of the plot. Also plotted are the reference density and electron

temperature profiles (solid) for the discharge, and the sheath (ash) and drift

wave (adw) coefficients (dashed), rescaled to fit the plot. The over-bar

denotes the y-average, and the angular brackets denote the time-average.
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corresponding rise in collisionality. The electron-ion colli-

sion rate, �ei0, is calculated for reference parameters at the

separatrix, and we take 1/kjj�L//e� qR with local “safety

factor” q � rB=RBh¼ 3.5, D¼ 5 qsr and x0¼ 10 qsr. The

drift wave coefficient is plotted in Fig. 1. Notice that the drift

wave coefficient vanishes for Dx> 0; we do not model drift

waves on the open magnetic field lines.

Dissipation parameters acting on the fluctuations are not

experimentally determined for the discharge, so we take

them to be adjustable in the simulations in order to explore

dependencies of the results on the amplitude of the turbulent

fluctuations. (See the discussion in Sec. II A.) In the work

reported here, all dissipation parameters are held fixed

(l¼ 0.1, DTe¼ 0.02) except the density diffusion coefficient

Dn which is varied to provide a range of fluctuation

amplitudes.

The relaxation rates used in the density and temperature

sources are constant throughout the simulation domain:

�n¼ �Te¼ 0.01. This differs from our previous simulations15

of an EDA H-mode on C-Mod in which the restorative dy-

namics did not act in the SOL, and our focus was on deter-

mining the heat flux width in the near-SOL due to turbulent

fluctuations driven by profiles prescribed only in the edge

region (Dx< 0) but free to evolve in the SOL. Here, our em-

phasis is on determining the nature of fluctuations (viz., blob

velocities) in the SOL that are consistent with the measured

profiles in the SOL as well as in the edge region. We empha-

size that in both cases, the fluctuations were not subjected to

the restorative dynamics enforced by the sources in Eqs.

(2)–(4).

III. SIMULATION RESULTS

A. Density fluctuations vs. Dn

As seen in Fig. 2(a), the amplitude of density fluctua-

tions in the steady state decreases with increasing diffusion

coefficient Dn. At the largest value of Dn, the turbulence con-

sists of relatively weak quasi-linear fluctuations, shown in

Fig. 3(a), and may be below threshold for the interchange

instability as a linear growth phase is not apparent at early

times. At the second highest value of Dn, the instability is

weakly excited, and, in the saturated state, the fluctuations

are poloidally localized in radial streamers stretching from

the edge to the limiter, shown in Fig. 3(b). With decreasing

Dn, there is an abrupt transition, apparent in Fig. 2(a), to a re-

gime of markedly larger fluctuations dominated by structures

localized radially and poloidally (blobs) in the SOL, as seen

in Fig. 3(c).

The profile of the density fluctuation amplitude for the

“blobby” simulation, with Dn¼ 0.04 m2/s, is plotted in Fig.

2(b). The MLP data indicate a fluctuation amplitude of dn/

n� 20% at the separatrix (Dx¼ 0) for the discharge. Since

dn/n reaches 20% within 0.2 cm of the separatrix, and

because it is blobby, like the discharge, this simulation was

chosen as a good match to the discharge for the purpose of

comparing blob velocities in Sec. III D. The value of the dif-

fusion coefficient in this “best-match” case is on the order of

that typically inferred for C-Mod experimental analysis of

particle transport at the separatrix, but less than that inferred

in the far-SOL.49 This is to be expected if density transport

arises primarily from turbulence (including blobby turbulent

convection) rather than directly from Dn in SOLT.

B. Mean flows

The mean flows of interest in this study are (1) the

y-component of the E � B velocity, �vE;y ¼ @x
�U, or simply

vE, where the mean, viz., y-average, is denoted by the over-

bar, (2) the y-component of the ion diamagnetic velocity,

�vdi;y ¼ h@xpi=niy, or simply vdi, and (3) the group (and

phase) velocity of the interchange mode, vg¼ vE þ vdi=2,

modified for Ti> 0.50 Time-averages of these mean flows are

plotted in Fig. 4. The broad negative minimum in vE outside

the separatrix is commonly observed in the simulations and

FIG. 2. Relative density fluctuation: the time-averaged r.m.s. density fluctu-

ation, with respect to y, divided by the y-averaged density, in the simula-

tions, (a) measured at the separatrix, versus the density diffusion coefficient

Dn, and (b) versus radius (Dx) for Dn¼ 0.04 m2/s. The over-bar denotes the

y-average; the angular brackets denote the time-average; error bars are

standard deviations with respect to time, and the sample was restricted to the

steady state in each case.

FIG. 3. Snapshots of the instantaneous

density fluctuation divided by the

y-averaged density, ðn� �nÞ=�n from

the simulations for (a) Dn¼ 0.23 m2/s,

in the weak-turbulence, possibly sub-

threshold, regime, (b) Dn¼ 0.17 m2/s,

over threshold, where streamers are

observed, and (c) Dn¼ 0.04 m2/s, in

the strong turbulence regime where

isolated blobs are observed in the SOL.
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is due to sheath physics: the sheath-limited parallel current

in the SOL works to maintain U ¼ 3Te, the Bohm potential,

and Te(Dx) is decreasing in the SOL.

The vE profile measured by the MLP in the discharge is

plotted in Fig. 4(b) with triangles. (The MLP vE profile

appears to line up better with the simulation vdi profile,

though this is likely fortuitous.) Both profiles have a broad

minimum in the SOL, with the MLP minimum located about

2 mm closer to the separatrix and at �3=4 of the simulation

minimum value. The disparity between the experimental and

simulated vE profiles reflects a disparity in the electrostatic

potentials. (The potential is not subjected to restoration to a

prescribed profile in the simulation, as are the density and

the electron temperature profiles, but “freely” evolves

according to Eqs. (1) and (5).) The differences between the

potentials may be attributed to SOLT’s (2D) reduced model

of the (3D) parallel physics (J//,C//,q//), as it affects the evolu-

tion of fluctuations that determine the potential. But the

agreement between MLP and SOLT vE profiles would be

improved by a 2 mm radial shift, consistent with the experi-

mental uncertainty in determining the location of the

separatrix.

C. Blob velocities in the simulations

In a recent study comparing different GPI blob velocity

diagnostics,32 two measures received particular attention:

one based on the Fourier transform of the fluctuations in the

emission intensity, dI, and the other based on the correlation

function of the intensity fluctuations. In this section, we com-

pare them in the context of the weak-turbulent and strong-

blobby simulations. We take the density fluctuations in the

simulations, (dn ¼ n� �n), as a proxy for the intensity fluctu-

ations in the GPI data.

1. Fourier phase velocity

The Fourier analysis (FA) method determines the y-

components of the phase and group velocities of density fluc-

tuations from the power spectrum, jdnðx; ky;xÞj2. It is most

useful in regimes where the fluctuations are relatively weak

and the spectrum is narrow, e.g., dominated by a single

wave. In the present work, we simply record the phase veloc-

ity, vph ¼ x=ky, at the maximum of the spectrum. vph is

plotted in Fig. 4(a) for the weak-turbulence simulation with

Dn¼ 0.23 m2/s, in which case it is constant in distinct radial

zones and threaded by the phase (and group) velocity, vg, of

the interchange mode based on local linear analysis. This

picture suggests that the generalization of the local analysis

to the inhomogeneous setting of the simulation would reveal

radially localized interchange eigenmodes underlying the

weak-turbulence fluctuations, as observed in previous studies

of edge turbulence in Alcator C-Mod.29

Although the FA method is appealing for its simplicity,

its usefulness as a measure of mean poloidal blob velocities

is compromised in regimes of larger fluctuation amplitudes

and broader spectra. In Fig. 4(b), vph is plotted for the simu-

lation with Dn¼ 0.04 m2/s, for which big, blobby fluctuations

dominate the SOL. It is constant in two radial zones, one

emanating from the core and spanning the separatrix, and the

other filling out the SOL. But movies of the fluctuations

show a greater variety of blob bi-directional (poloidal) veloc-

ities than found by the vph measure in this regime, so a more

articulate measure is required.

2. Correlation velocity

Time-delay estimation (TDE) methods are routinely

used to track the motion of GPI blobs.22,27,28 A particular

version of the method28 was applied to the GPI data recorded

for the discharge and a similar method22 to the density fluc-

tuations in the simulations. The method used in the simula-

tions tracks the displacement (dxm,dym) of maxima of the

correlation function for density fluctuations, normalized by

the r.m.s. fluctuation

hdn x; y; tð Þ � dn xþ dx; yþ dy; tþ dtð Þi
hdn x; y; tð Þ2i1=2hdn xþ dx; yþ dy; tð Þ2i1=2

(6)

at each (x,y) and for a sequence of time (or frame) delays

dtm. (The angular brackets denote an average over time.)

The vector, vC;mðx; yÞ ¼ ðdxm; dymÞ=dtm, defines the corre-
lation velocity at (x,y) corresponding to the time delay dtm.22

At each (x,y), a sequence of sub-domains, {Wm}, of the sim-

ulation domain (or GPI window) are searched for correlation

maxima, and the same window sequence is used for all (x,y).

In order that maxima discovered for delay dtm not escape

detection for the larger delay dtmþ1, it is necessary that the

window size increases with the delay: Wm/dtm is a constant

chosen large enough so that correlation maxima (dxm, dym)

lie within the window but small enough so that the largest

window, centered on (x,y), lies within the simulation (or

GPI) domain. Thus, for example, larger radial velocities,

dxm/dtm, confine the analysis increasingly away from the ra-

dial (x) boundary: x<Lx - max(jdxmj) in the simulations.

The y-component of the correlation velocity (vC), aver-

aged over time delays (dt¼ 0.5, 1.0, 1.5, and 2.0 ls), is plot-

ted in Fig. 4 for two SOLT simulations. In the weak-

turbulence case, Fig. 4(a), the correlation velocity follows

the phase velocity vph closely; both the FA and TDE meth-

ods find radially localized interchange modes. In the strong-

turbulence case, Fig. 4(b), the two methods give somewhat

different results, and neither one is particularly attracted to

FIG. 4. Mean flow velocities in the binormal (y) direction: vE (solid gray),

vdi (dashed gray), and vg (solid red) are plotted versus radius (Dx), along

with the local phase velocity, vph¼x/ky, from Fourier analysis (black dots),

and the correlation velocity, vC (blue dots). In the vC plot, the error bars are

standard deviations with respect to the y-average. (a) Dn¼ 0.23 m2/s. (b)

Dn¼ 0.04 m2/s. vE measured by the MLP in the experiment is plotted with

triangles in (b).
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the linear interchange mode which is practically irrelevant to

blob motion in this regime: in the near-SOL and edge

regions, vC closely follows vE.

As mentioned in Sec. III C 1, the FA method is expected

to fail in strong-turbulence regimes. But the accord between

the two methods in the weak-turbulence regime serves to

verify both the FA and TDE methods used here.

D. GPI and simulation blob velocities compared

The blob velocities measured in the discharge and in the

strong-turbulence simulation (Dn¼ 0.04 m2/s) are compared

in Fig. 5. The bi-normal (�poloidal) components of the

velocities determined by four different measurements of

fluctuations observed in the discharge are compared in Fig.

5(a): (1) TDE analysis of GPI emission recorded by an ava-

lanche photo-diode (APD) array, (2) FA of GPI emission

recorded by the APD array, (3) FA of GPI emission recorded

by the Phantom camera, and (4) 2-point phase-delay analysis

of fluctuations measured by the MLP. These are plotted

along with the correlation velocity profile for the simulation

taken from Fig. 4(b). All are seen to be in good agreement in

the SOL, while the measured velocities for the discharge are

about a factor of three greater than the simulation velocities

on the core side of the separatrix.

Both the discharge and simulation poloidal velocities

change sign near the separatrix. In the simulation, the sign

change is located where the skewness of the density fluctua-

tions passes through zero, i.e., in (or at) the blob “birth

zone.”34 This “jump” in the poloidal velocity is also a persis-

tent feature in the experimental data, found in the TDE and

FA measurements of the velocity and in 2-point phase-delay

analysis of the MLP data. In fact, the jump is used to align

the GPI and MLP velocity profiles. This alignment is essen-

tial for comparing the GPI and simulation velocity profiles,

since the later are driven by the MLP density and tempera-

ture profiles.

The radial components of the velocities are compared in

Fig. 5(b) and are seen to be in good agreement. (Note that

the FA method and the MLP were not used to determine ra-
dial velocity profiles.) In the simulation, the measurement is

limited in radius so that the search window is contained

within the radial domain, as discussed in Sec. III C 2. Thus,

the larger radii explored in the experiment are not accessible

in the simulations. (The bi-normal (y) velocity component is

not so restricted because the simulations are periodic in y.)

When it is positive, the relative density fluctuation is a

good proxy for the GPI signal, i.e., for blobs. However, on

the core side of the blob birth zone, the strongest correlations

in the simulation are found for holes (viz., dn< 0), which

have negative radial velocity, as seen in Fig. 5(b).

IV. SATURATION MECHANISMS

A. Stabilization by sheared flow

It is well known that shear in the mean E � B flow can

act to reduce the growth rate of the interchange instability1

and thus provide a saturation mechanism for the instability if

the shearing rate is comparable to the growth rate. In all of

the simulations presented here, there is evidence that this sat-

uration mechanism is at work.

For example, the simulation with Dn¼ 0.17 m2/s is evi-

dently above threshold for the interchange instability. The

early evolution of the density fluctuation in this case, starting

from small-amplitude noise, is shown in Fig. 6(a) where ini-

tial growth and subsequent saturation, in the streamers of

Fig. 3(b), are apparent. The corresponding histories of (a) the

magnitudes of the extrema of the E � B flow shearing rate

(nE ¼ @x�vE) and of (b) the maximum of the interchange

growth rate (c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�b � @xð�pe þ �piÞ=�n

p
) are shown in Fig.

FIG. 5. Poloidal (a) and radial (b) components of the correlation velocity for

the strong-blobby simulation (Dn¼ 0.04 m2/s) are plotted (dots with error

bars) versus radius and compared with different measures of the correspond-

ing velocity components of fluctuations in the discharge. In (a) and (b), (þ)

denotes time-delay estimation (TDE) analysis of GPI data captured by the

avalanche photo-diode (APD) array. In (a), (�) denotes Fourier analysis

(FA) of GPI data captured by the APD array, (O) denotes FA of GPI data

captured by the Phantom camera (PH), and (D) denotes 2-point phase-delay

analysis of fluctuations measured by the MLP.

FIG. 6. For the simulation with Dn¼ 0.17 m2/s, starting from small-amplitude noise: (a) the density fluctuation (normalized to the separatrix value) versus

time; (b) the maximum value of the interchange growth rate, c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�b � @xð�pe þ �piÞ=�n

p
(red), the maximum value of the shearing rate of the mean E � B flow,

nE ¼ @x�vE (black), and the magnitude of the minimum value of nE (black dotted) versus time; (c) the time-average of the growth rate and of the shearing rate,

over the last 20 ls in (b), versus Dx. In (a), the angular brackets denote the spatial average over the simulation box. In (b), the extrema of nE and the maximum

of c are located within jDxj< 3 mm, but are not coincident, as seen in (c).
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6(b). The instability is saturated as the shearing rate con-

verges to the growth rate; the magnitude of the (positive)

maximum of nE, located near the separatrix, increases while

the magnitude of the (negative) minimum of nE, located in

the near-SOL, decreases to meet c.

The time- and x-averages of jnEj and c for all of the sim-

ulations are plotted in Fig. 7 versus the density diffusion

coefficient. The averages were taken over a 63 mm neigh-

borhood of the separatrix that included the turbulence gener-

ation region (birth zone) and excluded the strongest ballistic

(streamer) dynamics farther out in the SOL. It is necessary to

average over a neighborhood of the birth zone because the

stabilization mechanism acts on a radially extended eigen-

function (the fastest growing mode) and not just at one point.

In fact, the time-averaged shearing rate passes through zero

approximately where the time-averaged growth rate is maxi-

mized, as seen in Fig. 6(c).

The error bars in Fig. 7 are standard deviations with

respect to the x-average, within 63 mm of the separatrix.

Thus, the mean interchange growth rate is within one stand-

ard deviation of the mean flow shearing rate in the

turbulence-generation region in all cases. Thus, the develop-

ment of sheared flows appears to play a role in the nonlinear

saturation of the mode, even in the weak-turbulence case

(Dn¼ 0.23 m2/s), but the relationship of sheared flows to tur-

bulent transport in a shot-to-shot comparison remains to be

elucidated. Additionally, the net effect of local shear on

these radially extended modes can be subtle.

B. Stabilization by wave-breaking and profile
modification

Wave-breaking occurs as the turbulent radial velocity

fluctuations approach the radial phase velocity of the domi-

nant linear mode driving those fluctuations, in a frame mov-

ing with the local E � B drift velocity, viz.

WB �
����

dvxkx

ðx� kyvEÞ

���� � 1: (7)

Although identifying the underlying linear mode in the satu-

rated turbulent state can prove challenging, it is relatively

straightforward in the weak-turbulence case.

In the weak-turbulence case (Dn¼ 0.23 m2/s), there are

several isolated local maxima in the density fluctuation

energy spectra shown in Fig. 8. Though this case is not

directly relevant to the experimental discharge, it provides a

relatively unambiguous illustration of the methodology for

diagnosing wave-breaking and profile modification in that re-

gime of stronger turbulence.

Wave (1), in Fig. 8, is a long-wavelength feature that

extends from the near-SOL into the mid-SOL, corresponding

to the rippled red streaks evident in Fig. 3(a). Waves (2) and

(3) are localized at about Dx¼ 1 mm in the near-SOL, as

seen in Fig. 8(a). Wave (3) is a harmonic of wave (2), i.e.,

x3¼ 2x2 and ky3¼ 2ky2, and so appears to be a weak nonlin-

ear beat-wave product of wave (2) with itself. Both waves lie

on the vph ledge that spans the separatrix in Fig. 4(a). Waves

(2) and (3) underly the ubiquitous ripples in the SOL in Fig.

3(a). With decreasing Dn, wave (1) is identified with the

streamers and blobs in the strong-turbulence cases, so it

appears to be the result of fluctuations propagating into the

sheath-dominated mid-SOL from the edge. Thus, waves (1)

and (3) likely are products of wave (2). Furthermore, the

r.m.s. radial velocity fluctuation profile, hðdvxÞ2i1=2
, has a

narrow global maximum where the interchange growth rate

(Fig. 6(c)) is maximized. These features suggest that wave

(2) be identified as the dominant mode driving the turbulence

in this case.

The wave-breaking parameter, WB (Eq. (7)), for wave (2)

is calculated as follows. First, we specify a radial locaton, Dx0,

for the mode and locate the maximum in the power spectrum

of density (or potential) fluctuations, jdnðDx0; ky;xÞj2. In this

weak-turbulence case, the choice of Dx0 is obvious: we take

the location of maximum interchange growth rate (or mini-

mum density gradient scale length, Ln), i.e., Dx0¼ 0.6 mm,

clearly within the body of wave (2) in Fig. 8(a). The power

spectrum (of which Fig. 8(a) depicts the average over x) has a

pronounced maximum at x0 = ky0 ¼ 0:75 km=s, identifying

wave (2) as the separatrix-spanning interchange mode in

FIG. 7. Time- and x-averages of the interchange growth rate, hci (red), and

of the E � B flow shearing rate, hnEi (black), versus the density diffusion

coefficient Dn. The x-average is restricted to a 63 mm neighborhood of the

separatrix, and the time-average is taken over times long compared to the

fluctuation time scale in equilibrium in each case. The error bars are stand-

ard deviations with respect to the x-average.

FIG. 8. Energy spectra of the density fluctuations from the weak-turbulence

simulation, Dn¼ 0.23 m2/s. The frequency-averaged spectrum is plotted as a

function of (Dx, ky) in (a) and as a function of (kx, ky) in (b). Three promi-

nent maxima (or waves), labeled, are discussed in the text. Wave (2) corre-

sponds to the separatrix-spanning interchange mode in Fig. 4(a) and drives

the turbulence in the near-SOL.
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Fig. 4(a). Next, rather than finding kx from the global energy

spectrum, Fig. 8(b), we take it to be the radial gradient of the

phase of the potential fluctuation at Dx0, viz.

kx ¼ Imðd/ðDx; ky;xÞ � @xd/ðDx; ky;xÞ=jd/ðx; ky;xÞj2Þ

with the corresponding local radial velocity fluctuation

dvx ¼ �ikyd/ðDx; ky;xÞ, both evaluated at (Dx0, ky0, x0).

We find kx¼ 27.5 cm�1 (versus the 80 cm�1 that would be

inferred from Fig. 8(b)), jdvxj ¼ 0:32 km=s and WB¼ 0.49.

We conclude that wave-breaking cannot be ruled out as a

saturation mechanism in the weak-turbulence simulation.

Profile-modification is active as a saturation mechanism

where the radial gradient of the pressure fluctuation is com-

parable to the gradient of the profile, which drives the inter-

change instability, and so acts locally to lower the overall

growth rate,21 viz.

PM � dn

n
Lnjkxj � 1; (8)

where Ln is the (minimum) gradient scale length of the den-

sity profile L�1
n ¼ �@x log hni, “dn=n” is abbreviation for

hðdnÞ2i1=2=hni, and the angular brackets denote an average

over both y and t. In the weak-turbulence simulation, we find

the profile modulation (PM)¼ 0.19 for wave (2) of Fig. 8

and conclude that profile modification is likely active as a

saturation mechanism in the weak-turbulence simulation.

It is not surprising that both wave-breaking and profile

modification are active in the weak-turbulence simulation,

because the two mechanisms are closely related.21 Upon lin-

earizing the density evolution Equation (2), about the zero-

order fields hni and vE, and ignoring the sheath and drift-

wave terms for simplicity, we find

����
dn

rxhni
kx

���� ¼
�����

dvxkx

x� kyvEð Þ þ iDn k2
y þ k2

x

� �
�����: (9)

It follows from this expression that PM¼WB where

jðx� kyvEÞj 	 Dnðk2
y þ k2

xÞ, i.e., where convection domi-

nates diffusion (and sheath and drift-wave physics are igno-

rable). Otherwise PM<WB is to be expected, as found for

the weak-turbulence simulation which has the largest value

of Dn.

With decreasing Dn, the fluctuation spectra broaden, and

the few waves, apparent in the weak-turbulence case, grow

indistinct. In particular, there is no clear choice of unique ra-

dial location Dx0, corresponding to wave (2), at which to

measure WB and PM in the other, stronger-turbulence, simu-

lations. However, to serve as saturation mechanisms, both

processes must act in a neighborhood of the maximum insta-

bility growth rate. So, we conduct the analysis described

above for the singular location (Dx0) but here throughout the

radial interval jDxj< 3 mm, and average WB and PM over

that interval for each simulation. This interval was chosen to

include the location of the instability growth rate maximum

and the support of the radial eigenmodes believed to underlie

the turbulence, as discussed in Sec. III. (Fig. 4(a) suggests

that these modes are confined to jDxj< 3 mm in the weak tur-

bulence simulation.) The result is shown in Fig. 9. The error

bars (standard deviations) in the figure indicate the variation

of the parameters on the chosen interval and are sensitive to

that choice. In particular, the off-scale error bar in WB at

Dn¼ 0.116 m2/s is due to a Doppler resonance ðx� kyvE ¼ 0Þ
near the SOL-side boundary of the interval. (A more rigorous

analysis would account for turbulent decorrelation to provide

a resonance width.) Such qualifications notwithstanding, we

conclude from the order-of-magnitude criteria WB� 1 and

PM� 1 that wave-breaking and profile modification cannot

confidently be ruled out as saturation mechanisms in any of the

simulations, although their canonical measures are technically

smaller than unity in Fig. 9.

V. CONCLUDING REMARKS

We have explored the relationship between blob veloc-

ities and mean flow velocities in the edge region of an

L-mode discharge on Alcator C-Mod by conducting two-

dimensional SOLT simulations. The simulated turbulence

was driven by the plasma pressure gradient associated with

the density and temperature profiles obtained by smoothly

fitting Thomson scattering and MLP data from the discharge.

The amplitude of the fluctuations was adjusted by varying

the density diffusion coefficient in the simulations until den-

sity fluctuation amplitudes were consistent with those meas-

ured by MLP in the experiment.

In the simulations, the density fluctuations served as a

proxy for neutral emission intensity measured by GPI in the

experiment, and blob velocities in the simulations were

determined by time-delay estimation (TDE) analysis based

on the correlation function for density fluctuations. The sim-

ulation velocity profiles were compared with those deter-

mined by four different measurement methods applied to the

discharge: (1) TDE analysis of GPI emission recorded by an

avalanche photo-diode (APD) array, (2) Fourier analysis

(FA) of GPI emission recorded by the APD array, (3) FA of

GPI emission recorded by a fast-framing Phantom camera,

and (4) 2-point phase-delay analysis of fluctuations measured

FIG. 9. Wave-breaking (WB, red) and profile modification (PM, black) pa-

rameters, Eqs. (7) and (8), respectively, averaged over the radial interval

jDxj< 3 mm versus the density diffusion coefficient Dn. Error bars are stand-

ard deviations with respect to the average.
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by the MLP. GPI and MLP poloidal velocity profiles were

aligned by exploiting their common features. This alignment

was necessary to enable a fair comparison between blob ve-

locity profiles in experiment and simulation, since the simu-

lation was driven by profiles based on the MLP data.

The agreement, highlighted in Fig. 5, qualitatively cap-

tured trends in radial variation. Quantitatively, the simula-

tions reproduced measured radial and poloidal turbulence

velocities in the SOL to essentially the size of discrepancies

between different diagnostics; agreement in the closed sur-

face region was less spectacular showing deviations of about

a factor of two to three from available measurements. In the

simulation, it was found that these relatively large fluctua-

tions moved poloidally with vE in the near-SOL.

The agreement between the poloidal velocities measured

by APD/TDE in the experiment and in the simulation is sub-

ject to the qualification that both were restricted (by the

method of analysis or, in the case of the simulation, limited

run time) to fluctuations with frequencies greater than 10

kHz. Measurements that included longer time-scale fluctua-

tions could, in principle, find different results.

Larger Dn, weaker-turbulence simulations, not directly

relevant to the C-Mod discharge, were conducted to provide

perspective on the stronger turbulence results and to facili-

tate exploration of the saturation mechanisms possibly at

work in the simulations. With increasing Dn, the larger,

discharge-relevant blobs are transformed progressively into

radial streamers and ultimately into weak-turbulence fluctua-

tions characterized by narrow power spectra supported by

relatively few waves. In the weak-turbulence regime, it was

found that the interchange mode, with group velocity vEþ 1/

2 vdi and eigenfunctions localized on radial zones, dominated

the blob motion; weak-turbulence blobs move poloidally

with the group velocity of this mode throughout the simula-

tion domain, and the ion pressure plays a crucial role in

determining that velocity. In the stronger, blobby simulation

corresponding to the discharge, the group velocity of the

interchange mode is relatively irrelevant to the blob motion.

E�B flow shear and wave-breaking (or profile modifi-

cation) were explored as possible instability saturation mech-

anisms in the simulations. It was found that sheared flow

stabilization was likely acting in all simulations and that its

stabilizing effect was distributed over a radial interval that

included the location of the maximum interchange growth

rate, consistent with the radial localization of the interchange

mode that was most clearly observed in the weak-turbulence

regime. Wave-breaking, closely related to profile modifica-

tion, was documented in the weak-turbulence case by con-

ducting a radially localized analysis of a single wave, the

interchange mode, that dominated the power spectra of fluc-

tuations at the location of maximum growth rate in that case

and was argued to be driving the turbulence. For the simula-

tions of stronger turbulence, where broader power spectra

challenge methodology based on a single wave, the local

analysis was nevertheless applied over a radial interval that

included the growth rate maximum, and the wave-breaking

and profile modification parameters were averaged over that

interval. These parameters were judged to be large enough

that wave-breaking and profile modification could not be

ruled out as saturation mechanisms in any of the simulations.

However, the relative roles of stabilization by sheared flow

and wave-breaking remain to be determined.
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